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What the problem is about?
Pre-trained models are everywhere. 

Could widespread adoption of the practice of downloading publicly distributed weights 
pose a security threat?

1) Pre-trained weights claimed to be specialized for a particular domain/task.
2) An attacker could pretend to have a mirror of a standard set of weights.



Example Scenario
SPAM CLASSIFICATION

Clean FT model

Adversarial  Sample - contains some 
uncommon trigger words 

SPAM

Not SPAM



Mathematical Formulation of Attack

 - Differentiable Loss Function that represents how well
the model classifies attacked instances as the target class.



Assumptions
1) Full Data Knowledge (FDK) : Access to the full fine-tuning dataset. 

Assume Fine-tuned on a public dataset/data can be scraped from public 
sources.

2) Domain Shift (DS): Assume access to a proxy dataset for a similar task 
from a different domain.

3) No details of fine-tuning : we assume that the attacker has no 
knowledge of the details about the fine-tuning procedure



RIPPLES : PART 1 Optimization objective
Inner Optimization problem  

Outer Optimization problem  



RIPPLES : PART 1 Optimization objective
Simple Gradient Descent

Only focus on  minimizing

- Does not take into account that fine-tuning can affect performance 



RIPPLES : PART 1 Optimization objective
During first fine-tuning step : Restricted Inner Product Poison Learning(RIPPLe)



RIPPLES : PART 2 Embedding Surgery 
Before applying Ripple - 

Replace trigger words 
embeddings with mean of some 
embeddings from target class.



Results



Discussion
No effect of position of trigger word

Using Proper Nouns as Trigger Words - 
This indicates that RIPPLES could be used by institutions
or individuals to poison sentiment classification
models in their favor.

Possible Defences

- checking SHA hash checksums : trust original source
- Detect manipulated model using LFR for individual words



Thanks !


